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WHAT’S HAPPENING WITH BIG DATA 
AND AI TODAY?

S O M E  R E C E N T  H E A D L I N E S :
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Presentation Notes
Big Data and AI  is HOT = Countless uses; virtually every industry (healthcare to military defense to the arts).  Headlines show equal amounts of ENTHUSIASM and TREPIDATION

HEADLINE NOT UP THERE-- Avianca Case (New York)  Lawyer used ChatGPT to prepare a Motion to Dismiss   ChatGPT cited bogus cases  Counterparty and court couldn’t find cases & lawyer ordered to produce  Lawyer doubled down, used ChatGPT again, which generated 100% fabricated cases which he produced to the court. 

Count of hands:  Are you using AI and Big Data in your professional life?    What about Westlaw? Fastcase? Xero? Quickbooks?

We’ve been using AI and Big Data for years.  Headline grabbing now, but it’s really nothing new!
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Not NERD OUT

ANI – Task based  single or a narrow set of related tasks w/ high level of proficiency 
		
	Siri automates device functions via voice cues || ChatGPT writes text thru prompt engineering ||  Facial recognition tools measure and match face geometry and other biometric features.   


AGI – simulates the cognitive capabilities of a human being.  Can think like a human being, not just learn like a human being.  Can solve problem even when face with an unfamiliar task.  Capable of multi-dimensional thinking.  

	Akin to Case of FIRST IMPRESSION FOR LAWYERS

ASI – THE TERMINATOR



THE INTERDEPENDENCE OF BIG DATA 
AND ARTIFICIAL INTELLIGENCE

BIG DATA

AI
SOFTWARE

RESULT: 
NEXT GEN BUSINESS 

INTELLIGENCE
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Presentation Notes
BIG DATA = Accumulated info that could presents NON-OBVIOUS ANSWERS and ACTIONABLE INSIGHTS.  Three V’s attributes making for good data:
	
	VOLUME  Quantum of accumulated information
	VELOCITY  Speed at which new raw data is generated and can be processed
	VARIETY  Types of data (customer buying behaviors, financial transactions, healthcare test results)

ARTIFICIAL INTELLIGENCE = Tech that performs/automates TASKS usually done MANUALLY by HUMANS

INTERDEPENDENCE – Big data fuels AI and vice versa.  Work together to help with:    

Pattern identification/pattern recognition  –  helps to categorize data
Negating anomalies  - helps to cleanse data & get rid of bad data
Generating algorithms  - produce advanced algorithms that further segments data



PROFESSIONAL SERVICES ARE 
UNDERGOING A TRANSFORMATION

PRACTICE OF LAW
BUSINESS OF 

DELIVERING LEGAL 
SERVICES
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PAST:  Competition only from other Pros
	
	Could be artisans producing bespoke work   Take all time needed for perfection   “For services rendered” bill

NOW:  Technology, BPOs, ALSPs are DISRUPTING the traditional professional model as new competitive forces 

	Pros are expected to streamline repetitive and time-consuming tasks
	Cannot can take forever to deliver a perfect, bespoke work product

Many professionals now respond to demanding clients with the IRON TRIANGLE approach to their SERVICES & WORK PRODUCT

PICK TWO:   GOOD, FAST & CHEAP.  All three are not possible.



THE PERCEIVED RISKS OF USING BIG 
DATA AND AI

RISE OF THE ROBO-PROFESSIONAL

Presenter Notes
Presentation Notes
WHAT IS AI really poised to take away?  Routine repetitive task

RESISTANCE to AI and Big Data is couched in CONCERNS ABOUT RISK:

	Technology is immature   prone to inaccuracy    mistakes – RED HERRING TO ME.

REAL resistance due to other factors:  

	1. Pros are forced to learn new skills   change is difficult
	2. Pros concerned that robots take jobs – NOT HAPPENING   judgment | empathy |  communication/interpersonal skills
	3. Pros concerned about worse personal economics / compensation if work done reassigned to AI
 



THE REAL RISK: 
NOT USING BIG DATA AND AI

THE QUESTION IS CAN YOU RISK NOT USING BIG 
DATA AND AI

• COMPETITION IS FIGURING IT OUT
• NEW GENERATION OF PROFESSIONALS 

EMBRACING IT
• CREATES OPPORTUNITY FOR MORE 

PROFITABLE ENGAGEMENTS
• CLIENTS ARE EXPECTING IT

THE QUESTION SHOULD NOT BE CAN YOU RISK USING BIG 
DATA AND AI
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When it comes to AI and Big Data, I think the REAL RISK is…
 
If you don’t embrace AI & Big Data, your competition will…
MILLENIALS and technology are attached at the hip
AI and data is automating low value work so Pros can handle premium work
 
SHOW OF HANDS Have your clients asked you to use AI and Big Data in your client service delivery model?



Sr

C o n s i s t e n t ,  Re l i a b l e  a n d  T i re l e s s

COMPUTERS ARE BETTER AT 
REPEATED TASKS
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COMPUTERS DON’T GET HUNGRY, TIRED OR BORED

EVERYTHING IS STANDARDIZED, WHICH IS GOOD WHERE THERE ARE MISTAKES B/C YOU CAN INDENTIFY MISTAKE



HOW AI OFFERS BENEFITS FOR CLIENTS

HELPS FIRMS 
DEAL WITH 
SHRINKING 

CLIENT 
BUDGETS

MORE 
EFFICIENT & 

COST -
EFFECTIVE 
OUTCOMES

TECHNOLOGY 
ENABLED SERVICES  

WITH HUMAN IN 
LOOP

F I R M S  A R E  B E I N G  C H A L L E N G E D  T O  I N C O R P O R A T E  A I  I N T O  T H E I R  W O R K  

FEWER LPL 
CONCERNS
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JRT   CLIENTS want AI & Big Data when it results in services that are BETTER, FASTER AND CHEAPER

Story #1:   Think about when a bankruptcy professional is asked about the likelihood of success on a motion to lift stay in a Chapter 11 case

Past: “Not bad”  or “pretty good”  
Now:  47% chance of success of Lift Stay Motion in Central District of Cal.
           52% chance of success of MTD in front of Judge Klein
           59% chance of success of MTD in front of Judge Klein where Debtor is Real Estate Investment Trust
           What the more valuable advice Not bad or 59%

Story #2:  Cost predictability/cost control for consumer of professional services---  TELL STORY AS M&A lawyer ---- Client calls; response is somewhere between $375K and $875k  -- You’re crazy.�  
Bottom line:  1. Big Data & AI augments and amplifies Professional Judgment --- still need human in loop.



TECH ENABLED LAWYERING
N O ,  Y O U ’ R E  N O T  G O I N G  T O  B E  R E P L A C E D  B Y  A  R O B O L A W Y E R⎼

B U T  Y O U  S H O U L D  C O N S I D E R  P A R T N E R I N G  W I T H  O N E

RECORDS 
RETENTION

LEGAL
RESEARCH

RESOURCE
MANAGEMENT

DOCUMENT 
AUTOMATION eDISCOVERY CASE

MANAGEMENT
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JRT

So in the legal field, these are the types of AI and Big Data applications that are currently in use.

Professionals need a paradigm shift in the mindset --- you’re now partnering with AI & Big Data

In some respects, it’s really no different than collaborating with a junior legal professional.   
 
How does it make a difference in bankruptcy practice?????




BALANCING THE BENEFITS AND RISKS

SPEED

ACCURACY COST

SECURITYCOMPLEXITY

WHAT TO CONSIDER WHEN USING 
TECHNOLOGY AND AI

The more routine the work, the less senior the person needed to handle the work.
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FOR THOSE CONSIDERING THE ADOPTION OF BIG DATA AND AI, 

With this newer AI tech, professionals must undertake a COST / BENEFIT analysis with at least the 5 FACTORS you see   ---- It’s a Human VERSUS Machine analysis

MAKE TWO OBSERVATIONS ABOUT MORE SUBTLE CONSIDERATIONS:

1. How does common sense play into the use of AI, especially when novice professionals are concerned?  Our younger colleagues might not yet be experienced enough to understand what’s useful and what’s a hallucination?
2. General rule: If it has to be 100% correct, don’t rely on generative AI. 




• Emerging technologies have always created novel 
ethical issues/traps (e.g., email, cell phones, cloud 
computing, virtual offices) 

• AI is the most disruptive technology ever, and is moving 
faster than law, regulations and ethical rules can keep up

EMERGING TECH AND LEGAL ETHICS
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Presentation Notes
Result:  Uncertainty about application of old legal ethics rules to situations created by AI

Should the rules be adapted for AI or are they sufficient as they currently stand?




State Bars Start To Take Action
• State Bar of California:  “Practical Guidance for the Use of Generative Artificial Intelligence in the Practice of Law”

• Bar Association to develop a 1 hour CLE on generative AI

• Proposal to explore requiring California-accredited law schools to require courses on generative AI

• To consider new rules for the California bar exam to include generative AI

• Recommend Supreme Court and legislature revisit definition of unauthorized practice of law given developments in AI

• Undertake further study of additional changes in ethics rules relating to competence, client communication, supervision of AI, etc.

• Florida Bar: Proposed a new advisory opinion (24-1) on “Lawyers’ Use of Generative AI”  - to be finalized in January 2024

• Cautions and preventive measures to prevent attorneys from leaking client information when using generative AI

• Attorney must oversee and check the work product of a generative AI system

• Law firms must ensure that chatbots do not inadvertently create a client-lawyer relationship

• Cannot charge more than actual attorney time spent on matter when charging for legal services involving use of generative AI

Presenter Notes
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PRACTICAL GUIDANCE FOR THE USE OF GENERATIVE ARTIFICIAL INTELLIGENCE IN THE PRACTICE OF LAW  RELEASED TWO WEEKS AGO

Note that CA and FL differ on certain things.  CA need to disclose AI use always / FL need to disclosure AI use only if it involves submission of client information

BEST QUOTE FROM CA  Generative AI use presents unique challenges; it uses large volumes of data, there are many competing AI models and products, and, even for those who create generative AI products, there is a lack of clarity as to how it works.




ETHICAL CONCERNS FOR LAWYERS & AI
A L I G N I N G  A I  W I T H  T H E  M O D E L  R U L E S  O F  P R O F E S S I O N A L  C O N D U C T

S E T T I N G  U P  G U A R D R A I L S  F O R  E T H I C A L  C O M P L I A N C E

• Rule 1.1 (Competence).

• Rule 1.2 (Client Consultation)

• Rule 1.6 (Confidentiality)

• Rule 3.3 (Candor to the tribunal) and Rule 4.1 (Truthfulness in statements to others)

• Rule 5.3 (Supervising nonlawyers)

• Rule 5.5 (UPL). 

• Rule 1.5 (Reasonable fees)

Presenter Notes
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THESE ARE THE MAIN RULES TO BE AWARE OF



MODEL RULE 1.1 – COMPETENCE

A lawyer shall provide competent representation to a 
client. Competent representation requires the legal 

knowledge, skill, thoroughness and preparation 
reasonably necessary for the representation.

Presenter Notes
Presentation Notes
It used to be that lawyers needed to have a competent handle on THE LAW

NOW its MORE THAN just THE LAW



DUTY OF TECHNOLOGICAL 
COMPETENCE ADOPTED BY 40 STATES

Comment 8: “To maintain the requisite knowledge 

and skill, a lawyer should keep abreast of changes 

in the law and its practice, including the benefits 

and risks associated with relevant technology, 

engage in continuing study and education and 

comply with all continuing legal education 

requirements to which the lawyer is subject.

Presenter Notes
Presentation Notes
Comment 8 has existed for nearly a decade without much guidance

To date, the most that any commentator has said in respect of Comment 8 is that there needs to be conversance with the Office360 Suite, document management system, case management and calendaring system

When attorneys use AI to practice law. will require the attorney to have a good understanding of the unique attributes of the AI systems. 



MODEL RULE 1.1 – COMPETENCE (con’t)

Understand the law, but what else?

• Risks

• Capabilities

• Accuracy

• Logic (not just mistakes)

Substantive legal issues
  

(IP   | privacy  |  cybersecurity | contractual rights | legal advocacy)

Presenter Notes
Presentation Notes
Duty of competence > MORE than the mere detection and elimination of false AI-generated results.  ANALYZE FOR LOGIC AND REASONING

Analyzed for Accuracy    Bias

Output should be supplemented, and improved

A lawyer must critically review, validate, and correct 

Not too distant future, it’ll be a breach of duty of competence to NOT use AI




MODEL RULE 1.4
COMMUNICATIONS

A lawyer must communicate with client

• Discuss benefits and risks of using AI technology with client?
• Explain any decision not to use AI technology?
• Obtain client’s consent to share the client’s data with an outside AI 

vendor?
 
Question:  How many details / specificity is required?

Presenter Notes
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We don’t tell client every time we use WESTLAW or eDiscovery tool

With GenAI at its nascent stage, the CAUTIOUS approach is to tell clients how GenAI is to be used:
 
Certainly if the plan is to share confidential client info with GenAI
Also if use/non use will materially affect cost or outcome




MODEL RULE 1.6
CONFIDENTIALITY

PRACTICE POINTERS:

• AI may use all information as training data
• Review how vendor agreements safeguard clients’ data
• Review data retention policies
• Consider IT/data security consultants
• Communications with client
• Encryption & redaction

Lawyer must “make reasonable efforts to prevent trhe inadvertent or unauthorized 
disclosure of, or unauthorized access to, information relating to the representation”

Presenter Notes
Presentation Notes
Go over Practice pointers



• Model Rule 3.3 provides that a “lawyer shall not knowingly make a 
false statement of fact or law to a tribunal or fail to correct a false 
statement of material fact or law…”

• Several courts issued standing orders

• Attorneys and pro se litigants must verify that AI generated filings & pleadings 
have been checked for accuracy, using print reporters, traditional legal 
databases, or other reliable means.

MODEL RULE 3.3
CANDOR TOWARD TRUIBUNAL

Presenter Notes
Presentation Notes
ND Illinois; ED of PA; ND of Texas and Court of International Trade



MODEL RULE 5.3
DUTY TO SUPERVISE

Lawyers who are supervisors or managers must use “reasonable 
efforts to ensure that the firm has in effect measures giving 
reasonable assurance that the person's conduct is compatible 
with the professional obligations of the lawyer....”

What happens when due diligence is not possible?

Establishing ethical guardrails is vital

Presenter Notes
Presentation Notes
AI are developed in BLACK BOX environment.  

What happens when due diligence is not possible?





MODEL RULE 5.5
UNAUTHORIZED PRACTICE OF LAW

Define “Practice of Law”
• Applying legal principles to a client’s specific facts
• Preparing legal documents
• Providing legal advice

Can AI engage in the practice of law?

Rule 5.5(a) provides that “[a] lawyer shall not practice law in a jurisdiction in violation of the regulation of the legal 
profession in that jurisdiction.” Subsection (b) of Rule 5.5 further states that “a lawyer shall not aid a nonlawyer in the 
unauthorized practice of law.”  Exception: Comment 2 to Rule 5.5 where the unauthorized practice of law rule is not 
violated where a lawyer supervises work he or she has delegated and retains responsibility for the non-lawyer.

vs.

Presenter Notes
Presentation Notes
TALK ABOUT HOW TO DEFINE “Practice of Law”
Applying legal principles to a client’s specific facts
Preparing legal documents
Providing legal advice

Need to fall into exception when using AI….looks at lot like problem with duty to supervise and “black box” issues




(1

MODEL RULE 5.5 (con’t)
UNAUTHORIZED PRACTICE OF LAW

Presenter Notes
Presentation Notes
Upsolve Case

Upsolve developed software to help underprivileged file 
Used non-lawyer to advise on how to fill out form
NYAG brought a UPL case
Decided on 1st Amendment free speech grounds
Couple of noteworthy items:  (1)  Standard is Unclear until more cases; (2) Court did not conclude that AI was NOT practicing law (3) Court found adequate supervision and training of non-lawyer



A lawyer shall not make an agreement for, charge, or collect an 
unreasonable fee or an unreasonable amount for expenses…

What does the 8-Factor Test mean in the Age of Artificial Intelligence?

Rule 1.5: REASONABLE FEES

Presenter Notes
Presentation Notes
Assessment of whether a human being performed legal tasks and/or rendered legal advice in a reasonable manner for a reasonable amount of time and, ultimately, for a reasonable cost.
Now assessment and discussion must involve GenAI
Where is it reasonable for GenAI and tech to prepare the first draft or perform first review?
How does tech-enabled lawyering affect fees?




To Use or Not to Use?

Rule 1.5: REASONABLE FEES (con’t)

Presenter Notes
Presentation Notes
Canadian Judge Cut Fees by 1/3



Nancy B. Rapoport & Joseph R. Tiano, Jr., Reimagining “Reasonableness” Under Section 330(a) in a World of

Technology, Data, and Artificial Intelligence 97 AM. BANKR. L.J. 254(2023)

SHOULD LEGAL FEES IN A TECH ENABLED WORLD 
BE VIEWED THROUGH A DIFFERENT LENS?

Presenter Notes
Presentation Notes
I think we have to view Legal Fees through a new lens
REIMAGINING 330 - If there is safe, reliable and secure, how should courts and practitioners use AI? 

QUESTION:   DO SOME OF YOU BILL BY THE HOUR?   THEN DISCUSS: “Fallacy of billable hour”

Courts & Lawyers should NOT rely on GUT HUNCH anymore

With data analytics tools, it’s possible to measure WHAT THINGS SHOULD COST and whether they are done EFFICIENTLY



• Bias & skewed training data

• Lack of transparency

• Job elimination

• Discriminatory results

• Data security

• Personal privacy

BUSINESS ETHICS & 
EMERGING REGULATORY 
STANDARDS FOR AI 

Presenter Notes
Presentation Notes
BIDEN ADMINISTRATION’S EXECUTIVE ORDER - Focuses on many issues and mandates administrative enforcement by federal agencies  (Need appropriations | Changing Administration & Agency Leadership | Focuses on developers rather than Users)

Lawyers Uniquely Position to affect more than just own matter

Employment – Help with displaced employees | Training for law students and junior colleagues
Bias – Lawyers need to be aware of discriminatory results from skewed data
Transparency – Black box issues
Privacy – Lots of PII going into AI systems (personal preferences, behaviors, beliefs, habits and even emotions.)  Lawyers can be gatekeepers in many instances.
 



• Bias & skewed training data

• Lack of transparency

• Job elimination

• Discriminatory results

• Data security

• Personal privacy

BUSINESS ETHICS & 
EMERGING REGULATORY 
STANDARDS FOR AI 

Presenter Notes
Presentation Notes
BIDEN ADMINISTRATION’S EXECUTIVE ORDER�
	Focuses on many issues and mandates administrative enforcement by federal agenies

		Need appropriations
		Changing Administration
		Focuses on developers rather than Users

U.S. State Law: According to the National Conference of State Legislatures, at least 25 states, D.C. and Puerto Rico have introduced AI bills, and 14 states and Puerto Rico adopted resolutions or enacted legislation.

UK: In December 2022, the UK published a whitepaper setting out a “10 year plan to make Britain a global AI superpower.” https://www.gov.uk/government/publications/national-ai-strategy/national-ai-strategy-html-version
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